Abstract
This article deals a survey report of nonparametric hypothesis testing. In the present article, we have discussed five different nonparametric hypotheses testing including sign test, signed-rank test, rank-sum test, Kruskal-Wallis ANOVA and goodness-fit-test. Sign test section gives an overview of nonparametric testing, which begins with the test on sample median without assumption of normal distribution. Signed-rank test section and rank-sum test section concern improvements of sign test. However, the prominence of signed-rank test is to be able to test sample mean based on the assumption about symmetric distribution. Here, it is demonstrated that the rank-sum test has two advantages in comparison of signed-rank test along with special feature that the rank-sum test discards the task of assigning and counting plus signs and so it is the most effective method among ranking test methods. Kruskal-Wallis ANOVA section discusses application of analysis of variance (ANOVA) in nonparametric model. Kruskal-Wallis ANOVA is useful to compare and evaluate various data samples at the same time. Kolmogorov–Smirnov goodness-fit-test section focuses on different hypothesis, which measure the distribution similarity between two samples. It is further explored that the goodness-fit-test determines whether two samples have the same distribution without concerning how the form of distribution is.
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1. Introduction

Hypothesis tests can be classified in two categories-first one is parametric test and the second one is called non-parametric tests. The hypothesis tests lie in the category of parametric tests when they assume the population follows some specific distribution such as normal distribution with a set of parameters. Nonparametric tests, on the other hand, are applied when certain assumptions cannot be made about the population. Rank or ordinal data usually require nonparametric analysis. Nonparametric tests are also referred as distribution-free methods. Since nonparametric tests make fewer assumptions, they are more robust than their corresponding parametric ones. Non-parametric models differ from parametric models in that the model structure is not specified a priori but is instead determined from data. The term non-parametric is not meant to imply that such models completely lack parameters but that the number and nature of the parameters are flexible and not fixed in advance. Nonparametric covers techniques that do not rely on data belonging to any particular distribution. These include, among others: distribution free methods, which do not rely on assumptions that the data are drawn from a given probability distribution. As such it is the opposite of parametric statistics. It includes non-parametric descriptive statistics, statistical models, inference and statistical tests. In other words, nonparametric tests can be referred to be a function on a sample that has no dependency on a parameter, whose interpretation does not depend on the population fitting any parameterized distributions. In hypothesis testing, nonparametric tests play a central role for statisticians and decision makers. Among various noteworthy researchers, Stuart et al [13] proposed that statistical hypotheses concern the behavior of observable random variables. For example, the hypothesis (a) that a normal distribution has a specified mean and variance is statistical; so is the hypothesis (b) that it has a given mean but unspecified variance; so is the hypothesis (c) that a distribution is of normal form with both mean and variance unspecified; finally, so is the hypothesis (d) that two unspecified continuous distributions are identical.

It will have been noticed that in the examples (a) and (b) the distribution underlying the observations was taken to be of a certain form (the normal) and the hypothesis was concerned entirely with the value of one or both of its parameters. Such a hypothesis, for obvious reasons, is called parametric. However, Hypothesis (c) was of a different nature, as no parameter values are specified in the statement of the hypothesis; we might reasonable call such a hypothesis non-parametric. Hypothesis (d) is also non-parametric but, in addition, it does not even specify the underlying form of the distribution and may now be reasonably termed distribution-free. Notwithstanding these distinctions, the statistical literature now commonly applies the label "non-parametric" to test procedures that we have just termed "distribution-free", thereby losing a useful classification.

Nonparametric tests find their wide applications for studying populations that take on a ranked order (such as movie reviews receiving one to four stars). The application of non-parametric approaches requires when data have a ranking but no clear numerical interpretation, such as when assessing preferences. In terms of levels of measurement, non-parametric methods result in "ordinal" data. As nonparametric methods need fewer assumptions, their applicability is much wider than the corresponding parametric methods. In particular, they may be applied in situations where less is known about the application in question. Also, due to the reliance on fewer assumptions, nonparametric methods are more robust. Another justification for the use of non-parametric methods is simplicity. In certain cases, even when the use of parametric methods is justified, non-parametric methods may be easier to use. Due both to this simplicity and to their greater robustness, non-parametric methods are seen by some statisticians as leaving less room for improper use and misunderstanding. However, the wider applicability and increased robustness of non-parametric tests comes at a cost in cases where a parametric test would be appropriate, non-parametric tests have less power. In other words, a larger sample size can be required to draw conclusions with the same degree of confidence. In the light of wide applications of nonparametric methods in hypothesis testing, several noteworthy researchers [1, 2 , 5, 8, 10, 12 & 15] focused their attention in this connection.

This article presents a survey report on nonparametric hypothesis testing procedures which covers sign test, Wilcoxon sign-rank test, rank-sum test, Kruskal–Wallis ANOVA and Kolmogorov–Smirnov goodness-fit-test. The present article contains 7 sections. First section itself presents introduction. In section 2, sign test gives an overview of nonparametric testing, which begins with the test on sample median without assumption of normal distribution. In sections 3 & 4, signed-rank test and rank-sum test concern improvements of sign test. The prominence of signed-rank test is to be able to test sample mean based on the assumption about symmetric distribution. Rank-sum test discards the task of assigning and counting plus signs and so it is the most effective method among ranking test methods. In section 5, nonparametric ANOVA discusses application of analysis of variance (ANOVA) in nonparametric model along with providing special focus on its application aspect in order to compare and evaluate various data samples at the same time. In section 6, nonparametric goodness-fit-test section focuses on different hypothesis, which measure the distribution
similarity between two samples. It determines whether two samples have the same distribution without concerning how the form of distribution is. Finally, we have drawn valuable observations as conclusions based on survey report in the he last section. Note that in this report terms sample and data sample have the same meaning. A sample contains many data points. Each data point is also called an observation.

2. Sign Test

Nonparametric testing is used in case of without knowledge about sample distribution; concretely, there is no assumption of normality. The sign test can be used to test the hypothesis that there is "no difference in medians" between the continuous distributions of two random variables X and Y, in the situation when we can draw paired samples from X and Y. It is a non-parametric test which makes very few assumptions about the nature of the distributions under test - this means that it has very general applicability but may lack the statistical power of other tests such as the paired-samples t-test or the Wilcoxon signed-rank test. The nonparametric testing begins with the test on sample median. If distribution is symmetric, median is identical to mean. Given the median \( \mu_0 \) is the data point at which the left side data and the right side data are of equal accumulate probability.

\[
P(D < \mu_0) = P(D > \mu_0) = 0.5
\]

If data is not large and there is no assumption about normality, the median is approximate to population mean. Given null hypothesis \( H_0: \mu = \mu_0 \) and alternative hypothesis \( H_1: \mu \neq \mu_0 \), the test so-called sign test [Walpole, Myers, Myers, Ye 2012] is performed as below steps:

- **Step 1.** Assigning plus signs to sample data points whose values are greater than \( \mu_0 \) and minus signs to ones whose values are less than \( \mu_0 \). Note that values which equal \( \mu_0 \) are not considered. Plus signs and minus signs represent the right side and left side of \( \mu_0 \), respectively.
- **Step 2.** If the number of plus signs is nearly equal to the number of minus signs, then null hypothesis \( H_0 \) is true; otherwise \( H_0 \) is false. In other words, that the proportion of plus signs is significantly different from 0.5 cause to rejecting \( H_0 \) in favor of \( H_1 \).

The reason of \( H_0 \) acceptance is that the probability that data points (or observations) fall in both left side and right side of \( \mu_0 \) are of equal value 0.5 and of course, it is asserted that \( \mu_0 \) is a real median. Note that terms data point, sample point, sample value and observation are identical.

In the case that alternative hypothesis \( H_1: \mu < \mu_0 \), if the proportion of plus signs is less than 0.5 then rejecting \( H_0 \) in favour of \( H_1 \) in the case that alternative hypothesis \( H_1: \mu > \mu_0 \), if the proportion of plus signs is greater than 0.5 then rejecting \( H_0 \) in favour of \( H_1 \). Now let X be the discrete random variable representing the number of plus signs and suppose that X confirms binomial distribution \( B(X; n; p) \) where \( n \) and \( p \) are the total number of sample data points and the probability that plus sign is assigned to a data point, respectively. Because the proportion of plus signs gets 0.5 when \( H_0: \mu = \mu_0 \) is true, the parameter \( p \) is set to be 0.5. Given the distribution of plus signs is \( B(X; n; 0.5) \) and significant level \( \alpha \) and let \( x \) be the instance of \( X \) where

\[
x = \frac{\text{The number of plus signs}}{n},
\]

there are three following tests:

(i) \( H_0: \mu = \mu_0 \) and \( H_1: \mu \neq \mu_0 \): In case of \( x < n/2 \), if \( 2P(X \leq x) < \alpha \) then rejecting \( H_0 \). In case of \( x > n/2 \), if \( 2P(X \geq x) < \alpha \) then rejecting \( H_0 \). This test belongs to two-sided test family.

(ii) \( H_0: \mu = \mu_0 \) and \( H_1: \mu < \mu_0 \): if \( P(X \leq x) < \alpha \) then rejecting \( H_0 \). This test belongs to one-sided test family.

(iii) \( H_0: \mu = \mu_0 \) and \( H_1: \mu > \mu_0 \): if \( P(X \geq x) < \alpha \) then rejecting \( H_0 \). This test belongs to one-sided test family.

Note that \( P(\ldots) \) is accumulated probability of binomial distribution \( B(X; n; 0.5) \), for example, \( P(X \leq x) = \sum_{k=0}^{x} \binom{n}{k} 0.5^k 0.5^{n-k} \). In case that \( n \) is large enough, for instance \( n > 10 \), \( B(X; n; 0.5) \) is approximate to standard
normal distribution \( N(Z; 0; 1) \) where \( Z = \frac{X - 0.5n}{\sqrt{0.25n}} \). Let \( z \) be the instance of \( Z \) where \( z = \frac{X - 0.5n}{\sqrt{0.25n}} \) there are three following tests:

- \( H_0: \mu = \mu_0 \) and \( H_1: \mu \neq \mu_0 \); if \(|z| > z_{\alpha/2}\) then rejecting \( H_0 \) where \( z_{\alpha/2} \) is 100\( \alpha/2 \) percentage point of standard normal distribution.
- \( H_0: \mu = \mu_0 \) and \( H_1: \mu < \mu_0 \); if \( z < -z_{\alpha/2} \) then rejecting \( H_0 \).
- \( H_0: \mu = \mu_0 \) and \( H_1: \mu > \mu_0 \); if \( z > z_{\alpha/2} \) then rejecting \( H_0 \).

In case of pair-test \( H_0: \mu_1 - \mu_2 = d_0 \) which we need to know how much median \( \mu_1 \) shifts from other one \( \mu_2 \), sign test is applied in similar way with a little bit of change. If \( d_0 = 0 \), \( H_0 \) indicates whether \( \mu_1 \) equals \( \mu_2 \). We compute all deviations between two samples \( X \) and \( Y \) where \( \mu_1 \) is sample median of \( X \) and \( \mu_2 \) is sample median of \( Y \). Let \( d_i = x_i - y_i \) be the deviation between \( x \in Y \) y \( y \in Y \). Plus signs (minus signs) are assigned to \( d_i \) (s) which are greater (less) than \( d_0 \). Now signed test is applied into such plus signs and minus signs by discussed method.

### 3. Wilcoxon Sign-Rank Test

As we have noticed in section previous section-2 that sign test focuses on whether or not the observations are different from null hypothesis but it does not consider the magnitude of such difference. The Wilcoxon signed-rank test is a non-parametric statistical hypothesis test used when comparing two related samples, matched samples, or repeated measurements on a single sample to assess whether their difference is. The median \( \mu \) is identical to the mean \( \mu \) according to symmetric assumption. It includes four following steps:

- **Step 1.** Calculating all deviations between data points and \( \mu_0 \), we have \( D = \{d_1, d_2, ..., d_n\} \) where \( d_i = x_i - \mu_0 \) and \( d_i \neq 0 \). Note that data point \( x_i \) is instance of random variable \( X \).
- **Step 2.** Assigning a rank \( r_i \) to each deviation \( d_i \) without regard to sign, for instance, rank value \( l \) and rank value \( n \) to be assigned to smallest and largest absolute deviation (without sign), respectively. If two or more absolute deviations have the same value, these deviations are assigned by average rank. For example, if \( 3^{th} \), \( 4^{th} \), and \( 5^{th} \) deviations get the same value, they receive the same rank \((3+4+5)/3 = 4\). We have a set of ranks \( R = \{r_1, r_2, ..., r_n\} \) where \( r_i \) is the rank of \( d_i \).
- **Step 3.** Let \( w^+ \) and \( w^- \) be the sum of ranks whose corresponding deviations are positive and negative, respectively. We have \( w^+ = \sum {d_i > 0} r_i \) and \( w^- = \sum {d_i < 0} r_i \) and \( w = min(w^+, w^-) \). Note that \( w \) is the minimum value between \( w^+ \) and \( w^- \).
- **Step 4.** In flavor of \( H_1: \mu < \mu_0 \), \( H_0 \) is rejected if \( w^+ \) is sufficiently small. In flavor of \( H_1: \mu > \mu_0 \), \( H_0 \) is rejected if \( w^- \) is sufficiently small. In case of two-sided test \( H_1: \mu \neq \mu_0 \), \( H_0 \) is rejected if \( w \) is sufficiently small. The concept “sufficiently small” is defined via thresholds or pre-computed critical values, see pp. 759, Walpole et al [14] for critical values. The value \( w^+, w^- \) or \( w \) is sufficiently small if it is smaller than a certain critical value with respect to significant level \( \alpha \).

In case of pair test \( H_0: \mu_1 - \mu_2 = d_0 \), the deviation \( d_i \) in step 1 is calculated based \( d_0 \) and two samples \( X \) and \( Y \), so \( d_i = x_i - y_i - d_0 \) where \( x \in Y \) y \( y \in Y \). Note that \( \mu_1 \) and \( \mu_2 \) are taken from \( X \) and \( Y \), respectively. Steps 2, 3, 4 are performed in similar way.
Let $W^*$ be random variables of $w_i$. If $n \geq 15$ then $W^*$ approaches normal distribution with mean $\mu_{W^*} = \frac{n(n+1)}{4}$ and variance $\sigma_{W^*}^2 = \frac{n(n+1)(2n+1)}{24}$. We can normalize $W^*$ so as to define critical region via percentage point $z_\alpha$ of normal standard distribution, $Z_{W^*} = \frac{W^* - \mu_{W^*}}{\sigma_{W^*}}$

4. Rank-Sum Test

The Wilcoxon Rank Sum test can be used to test the null hypothesis that two populations X and Y have the same continuous distribution. As it is keenly observed in view of Walpole et al [14] that rank-sum test is a variant of signed-rank test. Suppose there are two samples $X = \{x_1, x_2, ..., x_{n_1}\}$ and $Y = \{y_1, y_2, ..., y_{n_2}\}$ and the null hypothesis is specified as $H_0$: $\mu_X = \mu_Y$ where $\mu_X$ and $\mu_Y$ are taken from X and Y, respectively. We assign ranks to such $n_1 + n_2$ data points according to their values, for instance, rank value 1 and rank value $n_1 + n_2$ to be assigned to smallest and largest sample value. If two or more data points have the same value, these points are assigned by average rank. For example, if $3^{rd}$, $4^{th}$ and $5^{th}$ data points get the same value, they receive the same rank $(3+4+5)/3 = 4$. Let $R = \{r_1, r_2, ..., r_{n_1+n_2}\}$ be the set of these ranks. Let $w_1$ and $w_2$ be the sum of ranks corresponding to $n_1$ data points in X and $n_2$ data points in Y, respectively.

$$w_1 = \sum_{x_i \in X} r_i \quad \text{and} \quad w_2 = \sum_{y_i \in Y} r_i$$

where $r_i$ is a rank of a data point in the set $X \cup Y$ and $r_i = \frac{1}{n_1 + n_2}$

We have $w_1 + w_2 = \frac{(n_1+n_2)(n_1+n_2+1)}{2}$. There are three following tests:

1. Rejecting $H_0$ in favor of alternative $H_1$: $\mu_X < \mu_Y$ if $w_1$ is sufficiently small.
2. Rejecting $H_0$ in favor of alternative $H_1$: $\mu_X > \mu_Y$ if $w_2$ is sufficiently small.
3. In case of two-sided test with $H_1$: $\mu_X \neq \mu_Y$ if the minimum of $w_1$ and $w_2$ is sufficiently small then rejecting $H_1$.

Rank-sum test has two advantages in comparison of signed-rank test:

- There is no need to calculate deviations among samples and to count the number of plus signs and minus signs.
- Samples can have different number of data points, for instance, $|X| = n_1 \neq n_2 = |Y|$

Setting $u_1 = w_1 = \frac{n_1(n_1+1)}{2}$ and $u_2 = w_2 = \frac{n_2(n_2+1)}{2}$ and suppose that $u_1$ and $u_2$ are instances of random variables $U_1$ and $U_2$, respectively. If both $n_1$ and $n_2$ are greater than 8, variable $U_1$ (or $U_2$) is approximate to normal distribution with mean $\mu_{U_1} = \frac{n_1n_2}{2}$ and variance $\sigma_{U_1}^2 = \frac{n_1n_2(n_1n_2+1)}{12}$. We can normalize $U_1$ (or $U_2$) so as to define critical region via percentage point $z_\alpha$ of normal standard distribution, $Z_{U_1} = \frac{U_1 - \mu_{U_1}}{\sigma_{U_1}}$.

5. Kruskal-Wallis ANOVA Test

In many applications, we process various samples $(X, Y, Z, \text{etc})$ where each sample is a set of observations (data points) which relate to a concrete method, a way or an approach that creates or produces these observations. Such concrete method is called treatment. In other words, we consider a matrix of observations and each row represents a mono-sample attached to a treatment, for instance, $X$ or $Y$ or $Z$, etc. For convenience, matrix of observations is call multi-sample or sample, in short. Treatments are grouped into categories which are called factors. If sample has only one factor, it is single-factor sample; otherwise, it is called several-factor sample. The Kruskal–Wallis one-way analysis of variance by ranks (named after William Kruskal and W. Allen Wallis) is a non-parametric method for testing whether
samples originate from the same distribution. It is used for comparing more than two samples that are independent, or not related. The parametric equivalent of the Kruskal–Wallis test is the one-way analysis of variance (ANOVA). When the Kruskal–Wallis test leads to significant results, then at least one of the samples is different from the other samples. The test does not identify where the differences occur or how many differences actually occur. It is an extension of the Mann–Whitney U test to 3 or more groups. The Mann–Whitney would help to analyse the specific sample pairs for significant differences. The Kruskal–Wallis ANOVA is useful as a general nonparametric test for comparing two or more independent samples. It can be used to test whether such samples come from the same distribution. They are powerful alternatives to the one-way analysis of variance.

The Kruskal–Wallis ANOVA uses the sum of difference between mean ranks of these samples as the statistic. The statistic of Mood's median test only relates to the number of larger or smaller than the median value but not their actual distance from the median, so it is not as effective as Kruskal–Wallis ANOVA.

As an example, researchers want to know whether the enhanced eyesight of young patients, who use three different therapies to enhance their eyesight, comes from the same distribution. Thirty students' enhanced eyesight, after adopting these three therapies, was recorded. Following table is an example of single-factor sample.

| Treatment 1 | Y_{11} | Y_{12} | Y_{13} | \bar{Y}_1 = (Y_{11} + Y_{12} + Y_{13}) / 3 |
| Treatment 2 | Y_{21} | Y_{22} | Y_{23} | \bar{Y}_2 = (Y_{21} + Y_{22} + Y_{23}) / 3 |
| Treatment 3 | Y_{31} | Y_{32} | Y_{33} | \bar{Y}_3 = (Y_{31} + Y_{32} + Y_{33}) / 3 |

Let $Y_{ij}$ be the random variable representing $j^{th}$ data point of $i^{th}$ treatment.

$$Y_{ij} = \mu + \tau_i + \epsilon_{ij}$$

where $\mu$ so-call overall mean is the mean over whole sample, $\tau_i$ called treatment effect denotes the parameter of $i^{th}$ treatment and $\epsilon_{ij}$ denotes the random error.

There is an assumption that random error $\epsilon_{ij}$ is independently distributed and confirms normal distribution; moreover, it has mean 0 and variance $\sigma^2$. Let $\mu_i = \mu + \tau_i$ be the treatment mean of $i^{th}$ treatment. The objective of analysis of variance (ANOVA), refer Montgomery and Runger [9] is to analyse statistics about treatment mean, treatment effect, random error so as to take out conclusions about such statistics. Basically, ANOVA focuses on characteristics relating to deviation, variability, sum of squares, mean square, etc. A typical approach of ANOVA is to test whether $k$ treatment means $\mu_1, \mu_2, ..., \mu_k$ are equal; it means that we test the following hypotheses:

$$H_0: \mu_1 = \mu_2 = ... = \mu_k$$
$$H_1: \mu_1 \neq \mu_2 \neq ... \neq \mu_k$$

Due to $\mu_i = \mu + \tau_i$, this test is re-written:

$$H_0: \tau_1 = \tau_2 = ... = \tau_k = 0$$
$$H_1: \tau_i \neq 0 \text{ for at least one treatment}$$

If $H_0$ is true, treatments have no effect on whole sample. Let $y_{ij}$ be the instance of random variable $Y_{ij}$. Let $y_i, \bar{y}_i$, $y$ and $\bar{y}$ be the sum of observations of treatment $i$, the average of observations of treatment $i$, the sum of whole observations and the average of whole observations.
where $k$ is the number of treatments, $n_i$ is the number of observations under treatment and $N = n_1 + n_2 + \ldots + n_k$ is the total number of observations.

Let $SS_T$, $SS_{Treatment}$ and $SS_E$, Montgomery, Runger [9] be the total sum of squares, treatment sum of squares and error sum of squares. Please pay attention to $SS_T$, $SS_{Treatment}$ and $SS_E$ because they are main research objects in ANOVA.

We have:

$$SS_T = \sum_{i=1}^{k} \sum_{j=1}^{n_i} (y_{ij} - \bar{y})^2$$

$$SS_{Treatment} = \sum_{i=1}^{k} n_i (\bar{y}_i - \bar{y})^2$$

$$SS_E = \sum_{i=1}^{k} \sum_{j=1}^{n_i} (y_{ij} - \bar{y}_i)^2$$

Following is the sum of squares identity:

$$SS_T = SS_{Treatment} + SS_E$$

Treatment sum of squares $SS_{Treatment}$ is very important because it reflects treatment effects $\tau_i$ (s) and treatment means $\mu_i$ (s). The expected values of treatment sum of squares and error sum of squares are computed as below:

$$E(SS_{Treatment}) = (k - 1)\sigma^2 + \sum_{i=1}^{k} n_i \tau_i^2$$

$$E(SS_E) = (N - k)\sigma^2$$

$SS_T$ and $SS_{Treatment}$ and $SS_E$ have $N - 1$ and $k - 1$ degrees of freedom, respective because there are $N$ observations over whole sample and $k$ treatments. So $SS_E$ has $N - k = (N - 1) - (k - 1)$ due to $SS_E = SS_T - SS_{Treatment}$. Based on degrees of freedom, treatment mean square $MS_{Treatment}$ and error mean square $MS_E$ is determined as below:

$$MS_{Treatment} = \frac{SS_{Treatment}}{k - 1}$$

$$MS_E = \frac{SS_E}{N - k}$$

If null hypothesis $H_0$: $\tau_1 = \tau_2 = \ldots = \tau_k = 0$ is true, $MS_{Treatment}$ is an unbiased estimate of variance $\sigma^2$ due to $E(MS_{Treatment}) = \frac{1}{k - 1} E(SS_{Treatment}) = \sigma^2 + \frac{1}{k - 1} \sum_{i=1}^{k} n_i \tau_i^2 = \sigma^2 + \frac{1}{k - 1} \sum_{i=1}^{k} n_i 0^2 = \sigma^2$. Moreover $MS_E$ is always an unbiased estimate of variance $\sigma^2$ due to $E(MS_E) = \frac{1}{N - k} E(SS_E) = \sigma^2$. So $MS_{Treatment}$ and $MS_E$ conform chi-square distribution and the ratio of $MS_{Treatment}$ to $MS_E$ conforms $F$-distribution with $k - 1$ and $n(k - 1)$ degrees of freedom.
\[ F_0 = \frac{MS_{\text{treatment}}}{MSE} \sim F_{k-1, N-k} \]

Hypothesis \( H_0: \tau_1 = \tau_2 = \ldots = \tau_k = 0 \) is rejected if the ratio \( F_0 > f_{\alpha, k-1, n(k-1)} \) where \( f_{\alpha, k-1, n(k-1)} \) is the \( 100\alpha \) percentage point of \( F \)-distribution with \( k-1 \) and \( N-k \) degrees of freedom.

We have already discussed about parametric ANOVA with normality assumption, now nonparametric ANOVA is the next topic. Nonparametric ANOVA has no assumption of normality of random error but the independence of random error is required. The noteworthy researchers Montgomery and Runger [9] and Walpole et al [14] examined to propose that the Kruskal-Wallis test is a popular nonparametric test. Suppose treatment \( i \) has \( n_i \) observations and there are \( k \) treatment, let \( N = n_1 + n_2 + \ldots + n_k \) be the total of observations. Kruskal-Wallis test assigns ranks to such \( N \) observations according to their values, for instance, rank value \( 1 \) and rank value \( N \) to be assigned to smallest and largest sample value. If two or more observations have the same value, these observations are assigned by average rank. For example, if 3rd, 4th and 5th observations get the same value, they receive the same rank \( \frac{3+4+5}{3} = 4 \).

Let \( R_{ij} \) be the rank of observation \( Y_{ij} \). If null hypothesis \( H_0: \mu_1 = \mu_2 = \ldots = \mu_k \) is true, which means that all treatments have the same mean, then ranks spread over all treatments equally. In other words, the expected value of \( R_{ij} \) (s) is nearly equal to the mid-point of \( N \) ranks, so we have:

\[ E(R_{ij}) = \frac{(N+1)}{2} \]

Let \( \bar{R}_i = \frac{1}{n_i} \sum_{j=1}^{n_i} R_{ij} \) be average rank of treatment \( i \), the expected value of \( \bar{R}_i \) is determined as below:

\[ E(\bar{R}_i) = \frac{1}{n_i} \sum_{j=1}^{n_i} E(R_{ij}) = \frac{N+1}{2} \]

If the null hypothesis \( H_0: \mu_1 = \mu_2 = \ldots = \mu_k \) is true, the average rank \( \bar{R}_i \) does not shift from its expected value \((N+1)/2 \) much. The difference between \( \bar{R}_i \) and its expected value \((N+1)/2 \) is determined by following statistic:

\[ K = \frac{12}{N(N+1)} \sum_{i=1}^{k} n_i (\bar{R}_i - \frac{N+1}{2})^2 \]

This formula is transformed into more practical format as below:

\[ K = \frac{12}{N(N+1)} \sum_{i=1}^{k} \frac{R_i^2}{n_i} - 3(N+1) \]

where \( R_i = \sum_{j=1}^{n_i} R_{ij} \) is the sum of ranks under treatment \( i \). It is proved that statistic \( K \) approaches chi-square distribution \( \chi^2_{\alpha, k-1} \) with \( k-1 \) degrees of freedom where \( k \) is the number of treatments. Null hypothesis \( H_0: \mu_1 = \mu_2 = \ldots = \mu_k \) is rejected in flavour of alternative hypothesis \( H_i: \mu_1 \neq \mu_2 \neq \ldots \neq \mu_k \) if \( K > \chi^2_{\alpha, k-1} \).

6. Kolmogorov–Smirnov Goodness-Fit-Test

Goodness-fit-test is the test that determines whether a sample confirms specified distribution or whether two samples have the same distribution. Although Kolmogorov–Smirnov goodness-fit-test being a kind of nonparametric testing does not consider the sample distribution, it is based on the definition of Kolmogorov distribution. Kolmogorov distribution is continuous distribution whose accumulative distribution function is defined as below Wikipedia [5]:

\[ P(K \leq k) = \frac{\sqrt{2\pi}}{k} \sum_{i=1}^{\infty} e^{-(2i-1)^2\pi^2/(8k^2)} \]
The critical value $K_\alpha$ at significant level $\alpha$ is $100\alpha$ percentage point satisfying equation:

$$1 - \alpha = P(K \leq K_\alpha) = \frac{\sqrt{2\pi}}{K_\alpha} \sum_{i=1}^{\infty} e^{-(2i-1)^2\pi^2/(8K_\alpha^2)}$$

Kolmogorov–Smirnov goodness-fit-test is to determine whether two samples have the same distribution regardless of the underlying distribution. Given $X = \{x_1, x_2, \ldots, x_n\}$ and $Y = \{y_1, y_2, \ldots, y_n\}$ are two testing samples, the null hypothesis $H_0$ is that $X$ and $Y$ have the same distribution. Let $F_X$ and $F_Y$ be the empirical distribution functions of $X$ and $Y$ respectively. Note that empirical distribution function is accumulative function which increases gradually according to the order of values.

$$F_X(x_i) = \frac{\text{The number of } x \in X \text{ that } \leq x_i}{n}$$
$$F_Y(y_i) = \frac{\text{The number of } y \in Y \text{ that } \leq y_i}{n}$$

Let $D$ be the maximum absolute deviation between $F_X$ and $F_Y$ over whole samples $X$ and $Y$

$$D = \max|F_X(x_i) - F_Y(y_i)| \text{ where } i = 1, n$$

It is easy to recognize that the process to find out $D$ is iterative process browsing all pairs of observation $(x_i, y_i) \in X \times Y$. It is proved that $D\sqrt{n/2}$ confirms $K$ distribution. Therefore, the null hypothesis $H_0$ is rejected at significant level $\alpha$ if $D\sqrt{n/2} > K_\alpha$.

7. Conclusions

Now we had a general and detailed point of view about nonparametric testing. We can draw two main comments from research over this domain:

- Firstly, nonparametric model is less efficient than parametric model because it lacks valuable information when sample has no knowledge about the distribution. All properties of distribution such as mean, variance, standard deviation, median, mode, skewness, kurtosis, etc are essential information of which nonparametric model does not take advantages. However, nonparametric testing is very useful and appropriate to cases that knowledge of distribution cannot be extracted or sample does not conform normal distribution. In case that underlying distribution is ignored and nonparametric testing is the best choice. Therefore, we conclude that the most important thing is to choose appropriate model (parametric or nonparametric) which is adaptive to testing situation and testing requirement.
- Secondly, nonparametric model is often based on ranking. Ranking process aims to transform origin sample into simpler sample so-called ranking sample. Ranking sample is the set of ranks; thus, each rank is assigned to respective observation from origin sample. Because nonparametric model does not know valuable information of origin sample such as mean, variance, standard deviation; it will exploit ranking sample to discover such valuable information. Therefore, nonparametric testing, in turn, applies parametric methods into the ranking sample. Concretely, nonparametric testing assumes that statistic (s) on ranking sample conform some pre-defined distributions. For example, sign test assumes that the number of plus signs in ranking data confirms binominal distribution, signed-rank test and sum-rank test apply Wilcoxon distribution into ranking data and nonparametric goodness-fit-test is based on Kolmogorov distribution. We conclude that parametric testing and nonparametric testing have a strongly mutual relationship and so, we should take advantages of both of them.
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